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Abstract
We propose a matching method for images captured

at different times and under different capturing con-
ditions. Our method is designed for change detection
in streetscapes using normal automobiles that has an
off-the-shelf car mounted camera and a GPS. There-
fore, we should analyze low resolution and frame-rate
images captured asynchronously. To cope with this dif-
ficulty, previous and current panoramic images are cre-
ated from sequential images which are rectified based on
the view direction of a camera, and then compared. In
addition, several image deformations are rectified for
robust panoramic image matching.

1 Introduction
A car navigation system is important for a smooth

car-oriented society. For accurate navigation, the map
should be up-to-date. However, most map information
(locations of buildings/signs facing the road that can
be landmarks and destinations for drivers) is updated
on the basis of surveillance fieldwork by a small number
of probe cars.

Our future goal is to update map information by
automatically analyzing streetscape’s images captured
by cameras. In this analysis, the images captured in
the same location at different times are selected from
a number of captured images. The selected images
are then compared in order to find the change in the
streetscape. In this paper, we tackle the former prob-
lem, namely a matching method for images captured
under different capturing conditions. Methods for de-
tecting a change in streetscapes, Sato et al.[1] achieved
change detection only with image matching and com-
parison by using a car-mounted omnidirectional cam-
era and an off-the-shelf GPS. In this method, images
observed at the same location are found from a num-
ber of images observed at different times and locations
by GPS position data. Matching using only position
data is impossible because the off-the-shelf GPS has
a margin of error of about 15m. This method em-
ploy DP matching [2] for making the correspondences
of time-series images observed in close locations. How-
ever, this method can work well under the assump-
tion that a probe car with expensive equipments cap-
tures images under convenient capturing conditions
(i.e., high frame-rate omnidirectional capturing in a
low car speed). Therefore, each location is rarely ob-
served because it is impossible to prepare a number of

these probe cars. To solve the problems of the previ-
ous methods, we aim at a map-update system with the
features below:(1) wide areas can be observed simul-
taneously at low cost by a number of normal automo-
biles, and (2) each automobile has an ordinary low-
resolution car-mounted camera,which is widely used
in an event data recorder(EDR), and an off-the-shelf
GPS, which is used widely in a car navigation system.
As with the previous method [1], our system first se-
lects previous and current images captured in the same
location from image sequences. Even if a part of a
streetscape has been changed (e.g., change of a sign),
matching for selecting the previous and current images
must be successful. In addition, imaging conditions un-
der which the images are observed in our system (i.e.,
asynchronous low resolution and frame-rate capturing
by a conventional camera) are more severe than those
in the previous system [1].

In this paper, therefore, we have to cope with the
following difficulties:
• Images at different times look different due to

changes in illumination.
• Even if a streetscape is changed and/or moving

objects are observed, images observed in the same
location must be matched.

• Since images are captured from a number of au-
tomobiles, the images are asynchronized and the
frame-rate of the images is low due to wireless
communication. These result in the large differ-
ence in the image-capturing positions.

• Since the camera angle is directed towards the
front, they are not suitable for image matching
and change detection of the streetscapes.

• Since the camera angles and the driving lanes are
different among automobiles, the appearance of
the streetscape in the images changes significantly
even in the same location.

While the first two issues are dealt with by existent
methods, the last three are our own issues. We propose
an image matching method that solves all the issues.

2 Image Matching Robust to Changes
in the Capturing Conditions

2.1 Panoramic Image Matching
Images with the position information are collected

from automobiles. It is impossible to make a corre-
spondence between the images observed in the same
location only with a GPS position due to its errors of
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Figure 1: Image matching.

about 15m. Therefore, a currently observed image at
GPS position P must be compared with previous im-
ages observed at GPS positions P± 15m. Even if the
current image is compared with one of the previous
images captured in the location nearest to where the
current image is captured (“Previous images” in Fig. 1
(a)), searching for an overlapping region between these
two images is difficult because the overlapping region
is small due to the long capturing intervals. Therefore,
our method compares current and previous images us-
ing their panoramic images. Each panoramic image
is created by connecting time-series images as shown
in Fig. 1(b). The width of the panoramic image is
determined empirically so that a correct matching re-
sult is obtained stably as follows. In this paper, we
assume that an automobile moves at 40km/h and the
images are sent at 3 fps in a standard situation. Under
the assumption, the current/previous panoramic image
consists of 12/32 a part of image 1 (an image of inter-
est captured at time t + next 11/31 frames); the width
of the previous panoramic image is that of the current
panoramic image with ± 15m.

For matching, the current panoramic image is trans-
lated on the previous panoramic image and compared
with the overlapping region. Since the overlapping is
large in the panoramic images, matching can be stable.

The following panoramic image matching methods
similar to our method have been proposed: (1) [4] cre-
ates a panoramic image by concatenating a part of
omnidirectional and temporally dense images captured
while a camera moves along a straight line parallel to
a streetscape and stop at regular intervals, and (2)
[5, 6] create a panoramic image by concatenating se-
quential isometric line-scanned images. However, all
of these methods cannot deal with (1) a conventional
camera directed towards a different direction from a
target streetscape and (2) the different capturing con-
ditions such as different moving speeds and different
camera angles. As mentioned before, our system must
deal with these difficulties.

Our method copes with these difficulties by (1) rec-
tifying each captured image based on the camera angle
and (2) dynamically adjusting the width of the image
region, which becomes a part of a panoramic image,
extracted from each captured image based on the mov-
ing speed of the camera. With the images rectified and
adjusted, panoramic images acquired at different times
can be similar. The similar panoramic images facilitate
matching an overlapping region between them.

The features for the matching are extracted from
1hereafter, it is defined as the rectangle image
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Figure 3: Pitch rectification result.

less-changed streetscape area in each observed image.
This is because the streetscape area has the character-
istic features for identifying the capturing position. Its
detail is described in Sec. 2.4).

2.2 Rotation Rectification

First, we describe how to estimate the FOE(fx,fy)
for camera angle estimation. When an automobile with
the camera moves forward, all optical flows in observed
images caused by this car’s motion pass a point. The
intersection of all the optical flows is called FOE that
indicates the automobile’s moving direction. For opti-
cal flow estimation, in our system, feature points are
tracked by Lucas-Kanade tracker [7].

If the optical axis of the camera coincides with the
3D line from the optical center of the camera to the
FOE in the image plane, the image plane is consid-
ered to be perpendicular to the moving direction of
the automobile. The rotation angle of the camera is
represented by pan (θ) and tilt (φ) angles between the
optical axis, and the 3D line is obtained by the follow-
ing formulas: θ = tan−1 fx

fl and φ = tan−1 fy√
(fl2+f2

x)
,

where fl denotes the focal length of the camera, which
is known because all camera parameters required are
sent with observed images from the automobile.

Note that the processes mentioned above in this sec-
tion (i.e., FOE estimation and camera angle estima-
tion) are executed once as long as the camera angle is
not changed in each automobile.

Each observed image is then rectified with the rota-
tion angle of the camera. Fig. 2 illustrates the plane
consisting of the optical axis and the x axis of the im-
age in a 3D coordinate system. Let virtual image plane
B be perpendicular to the optical axis, while observed
image plane A is rotated by θ and φ. To obtain a pixel
value for each point b in B for generating a rectified
image, the intersection, a, of A and the line, l, that
is determined by b and the optical center Oc is com-
puted. The 2D coordinates of a in A can be calculated
by rotating a by −θ and −φ and computing its 2D co-
ordinates (i.e., 2D coordinates in c in Fig. 2) in B. a
is rotated towards c. This process is performed for all
pixels in B to generate the rotation-rectified image.
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Figure 4: Panoramic image generation.

2.3 Pitch rectification

If a panoramic image is generated (will be described
in Sec. 2.4) without taking into account up and down
shakes of cars, it might have zig-zag effects as shown
in a left-hand image in Fig. 3. To suppress this effect,
up and down motions are rectified as follows.

Feature points are extracted and tracked in rotation-
rectified images t and t+1. These points are extracted
from a region which is used for generating a panoramic
image. If an automobile goes straight, corresponding
points should be along a line determined by the FOE
and one of the points. Therefore, the image observed
at t + 1 is translated upward/downward so that three
points (i.e., the FOE and the corresponding points) are
on a line. The translated displacement is determined
by the median of displacements of all the feature points.
With this rectification, the zig-zag effects can be sup-
pressed as shown in a right-hand image in Fig. 3.

2.4 Panoramic Image Generation

A rectangle image is created by extracting a part of
left side of an observed image, in which a streetscape
is captured. Fig. 4 illustrates how to generate a
panoramic image by concatenating the rectangle im-
ages extracted from the observed images. We assume
that a panoramic image plane C (as shown in Fig. 4) is
parallel both to the frontal surface of a streetscape and
the automobile’s moving direction. Time-series images
(“Image plane B at t, t+1, and t+2” in Fig 4) are pro-
jected onto the panoramic image plane. The panoramic
image is generated as follows.

(1) Region extraction: The rectangle image is
extracted from the mid point between the image cen-
ter and the leftmost side of the image. The width of
the rectangle image should be determined by a hor-
izontal displacement between two consecutive frames
for smoothly concatenating them in a panoramic image
plane. The displacement is determined by the horizon-
tal components of optical flows.

(2) Image projection: The rectangle images ex-
tracted from sequential images are projected onto a
panoramic image plane and concatenated. All the
projections are defined by the perspective projection.
Panoramic image plane C is perpendicular to rotation-
rectified image plane B. The projection between B to
C at time t is, therefore, defined only by the position
of the optical center at t (the position is denoted by
Oct). Oct is determined by (1) the distance between
Oct and C (denoted by d) and (2) the position of Oct

along the optical axis (denoted by Oa).
It is obvious that d is just a scaling factor in the per-

spective projection between C and each B. d can be,
therefore, determined arbitrarily. In our experiments,
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Figure 5: Generated panoramic image.
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Figure 6: Edge detection and noise extracted result.

d was determined empirically so that horizontal lines
that face a road (e.g, boundary lines of buildings) in a
3D scene were lined horizontally in C and concatenated
as smooth as possible.

As described above, extracted images are projected
onto C and concatenated side by side. Given d, there-
fore, the plane displacement dist,t+1 is not required for
panoramic image generation. That is, all the projected
images in C are concatenated side by side in order of
their capturing times after the extracted image in Bt

is projected on C from an arbitrarily located Oct at t.
An example of the generated panoramic image is

shown in the bottom in Fig. 5. The panoramic im-
age has zig-zag effect on the boundaries of concate-
nated images. This zig-zag effect is caused because
the images captured from different optical centers are
simply concatenated. Our objective is, however, not
producing a smooth panoramic image but generating a
panoramic image that enables stable image matching.
All processes in our system should be as fast as possi-
ble because a number of images are analyzed. This is
why panoramic image generation based on simple per-
spective projection, which is described in this section,
is employed in our system.
2.5 Features for Robust Matching

In our method, edge features are employed for image
matching robust to a change in illumination.First of
all, the edges are extracted using Sobel operator, and
thresholding. The threshold was determined manually
based on extensive experiments using various images.

This edge detection is not applied to the boundaries
between connected rectangle images. This is because
the boundaries in our panoramic image is not smooth
geometrically and optically;the non-smooth boundaries
result in artificial edge lines.

Only using Sobel operator, if the hairline lines are
congested like characters in signs and roadside trees,
they might be detected undesired. Next, therefore,
these edges are removed based on the size of connected
edge pixels: (1) all detected edge pixels are segmented
based on connection of 8-neighboring pixels and (2)
the segmented edge pixels are removed if its size (the
number of the connecting pixels) is smaller than a pre-
defined threshold(as shown in Fig. 6). Furthermore,
a previous panoramic image is blurred by a Gaussian
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filter. This blurring is required for matching robust to
minute differences between images.
2.6 Image Matching

The image matching is performed using the previous
and current edge panoramic edge images. In order to
cope with the difference between these images due to
observation from different lanes, correlation between
the images is calculated as follows:(1) the current image
is reshaped to various sizes, and (2) each size of the
current image is translated on the previous image for
calculating the normalized correlation between them at
each position.

The current image matches the part of the previ-
ous image in which the normalized correlation becomes
maximum. In our method, the image size is changed
between 0.5 and 1.5 times at intervals of 0.1 times.

3 Experiments
Experimental data has been collected for half a

year in Nara, Japan. All the data was obtained by
a monocular camera and an off-the-shelf GPS. Two
cars were used for data collection. The cars ran at 30-
60 km/h. Although the camera was always set under
a rearview mirror so that its view direction matched
roughly the automobile’s moving direction, the view di-
rection changed slightly. The JPEG-compressed image
size was 640x480 pixels. The frame-rate was 3-4fps.
All internal camera parameters were estimated using
[8]. The GPS receiver got its location once per second.

First of all, the ground truth of the matching region
is found manually. Let ld/rd be the distances between
the leftmost/rightmost line of the ground truth and the
leftmost/rightmost line of the matching result. If both
of ld and rd are less than 20 pixels, the matching result
is regarded as “Success”.

In order to confirm the robustness to the change
under various capturing conditions (i.e., illumination,
weather, road, change in a signs, change in a driving
lane), image sequences captured in 20 locations were
selected and compared for image matching. Two se-
quences captured in the same location were selected
and compare with each other.

Our matching method could establish successful re-
sults in 17/20 locations. Unsuccessful results were
obtained in locations H, I, and Q. This means that
matching was successful without being disturbed by
the changes in illumination, observed streetscapes, and
driving lanes between the current and previous images,
which are the target problems in this paper. Note that
the imaging conditions in location H was more severe
than the change in driving lanes between the images;
in location H, an automobile changed its driving lane
while the images were being captured.

Unsuccessful matching results in locations H, I, and
Q are shown in Fig. 7. In these image, red and white
rectangles in each previous image denote the region
matched with the current image and the groundtruth
region, respectively. The unsuccessful results might be
obtained due to the following reasons:
Location H: The previous panoramic image was de-

formed significantly due to lane changing.
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Figure 7: Current and previous panoramic images in
locations H, J, N, and Q.

Location I: An automobile was going round a curve.
This resulted in the failure in rotation and pitch
rectifications.

Location Q: Optical flow estimation was failed due to
large and wide roadside trees. Then the rectangle
images extracted from sequential observed images
were discontinuous.

The changes in location H was temporary. There-
fore, matching is successful in these locations after the
changes disappear and then the unsuccessful results are
ignored. It is essentially difficult to get a successful
matching result in a scene, in which good flows and/or
matching features are not available, such as location
I and Q. The images observed in such a scene should
be matched based on successful matching results ob-
tained before and after this scene. This is included in
our future work.

4 Concluding Remarks
We proposed a method for matching streetscape im-

ages captured at different times by a conventional low-
resolution camera and an off-the-shelf GPS.

While our method can get plausible results in many
cases, it should be improved more in terms of improving
panoramic images and robustness to extreme changes
in weather conditions.
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