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Abstract

This paper proposes a method for recognizing hu-
man behaviors based on a combination of “overall mo-
tion analysis using Hidden Markov Model (HMM)” and
“detailed feature analysis in a specific area by using an
active (pan-tilt-zoom, PTZ) camera”. The PTZ pa-
rameters are controlled depending on the intermediate
result of analyzing the target’s motions based on HMM.
As a result, our system can distinguish between simi-
lar behaviors by observing high-resolution characteris-
tic features (e.g., motion/shape). Experimental results
demonstrated the effectiveness of the proposed system.

1 Introduction

Recently, a number of home appliances are endowed
with intelligent technologies such as sensing and com-
munication functions. Similarly, it is expected that
personal-use robots at home will become popular. If
these systems can understand people’s situations (e.g.,
what people are doing and want to do), the systems
can support their daily activities. For these systems,
human-behavior recognition is essential.

Human-behavior recognition is an important tech-
nique for various kinds of human-computer interaction
systems in the real world. Most of the algorithms for
behavior recognition first extract motion features (e.g.,
a motion history image[1] and optical flow[2]) from ob-
served images. These motion features are then classi-
fied into predefined categories each of which defines one
behavior. However, the difference between the motion
features of similar behaviors is imperceptible in the im-
ages. This results in difficulty in classifying the similar
behaviors.

We tackle this problem with a vision system consist-
ing of a fixed wide-view camera and an active pan-tilt-
zoom (PTZ) camera as follows:

1. Common behavior analysis with Hidden Markov
Model[3] (HMM) is applied to temporal images
observed by the wide-view camera in order to
(1) classify the history of observed large motions
(see [4, 5], for example) and (2) control the ac-
tive camera for capturing high-resolution images
of small but characteristic appearances/motions of
each behavior.

2. The high-resolution appearances/motions are an-
alyzed in order to identify the observed behavior.

The idea of active vision is classical and popular
in target tracking[6], object recognition[7], and many
other vision-based algorithms. In our approach, the ac-
tive camera is controlled for capturing images suitable
for discriminating between similar behaviors.

2 Basic Schemes

In this work, two conditions are assumed. All im-
age sequences are observed in the same configuration
between a camera system and a person (e.g., web cam
on a monitor). A long sequence is segmented so that
each segmented sequence shows one of behaviors1.

Under these assumptions, the following three steps
for learning behavior samples are executed:

1. Acquiring motion data (Sec. 3.1):
Optical flow is computed in wide-view images.

2. Generating Behavior Models (Sec. 3.2):
With a number of acquired motion data of each
behavior, its behavior model is generated using
the Baum-Welch algorithm[3].

3. Detecting features for discriminating between sim-
ilar behaviors (Sec. 3.3):
Each sample sequence is evaluated by all the be-
havior models to find similar behaviors. Then, fea-
tures that can discriminate between these behav-
iors are extracted with the PTZ camera.

With the learning data, the system first tries to rec-
ognize an observed behavior by HMM analysis.

1. Acquiring motion data (Sec. 3.1):
Motion data is computed online from an observed
image sequence as well as in the learning step.

2. Recognition using HMM (Sec. 4.1):
The motion data is classified into one of the pre-
defined behaviors using the behavior models.

If the system cannot identify the observed behavior
with HMM, the following feature analysis is executed.

1. Target selection for camera control (Sec. 4.2):
A target region is detected in a wide-view image.
The PTZ camera is then controlled towards it.

2. Integrating wide-view HMM and high-resolution
feature analyses (Sec. 4.3):
The recognition result is estimated by integrating
two results, HMM and feature analysis with high-
resolution images captured by the active camera.

In our method, selective regions are analyzed de-
pending on the result of HMM. Our goal is (1) to select
target features suitable for identifying a current behav-
ior depending on the result of HMM analysis and (2)
to control an active camera in order to capture high-
resolution images of the target features.

1For this assumption (i.e., segmented sequences), spotting
from a long image sequence[8, 9] is proposed as is well known.
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Figure 1: Computed optical flows: each arrow is ex-
tended for visualization.

3 Learning Models and Features

3.1 Acquiring Motion Data for HMM

As with many behavior-recognition systems, our
system first tries to identify an observed behavior from
motion data by employing HMM. In our system, the
motion data is represented by optical flows computed
by the Lucas-Kanade algorithm[10] (Fig. 1). The im-
age is divided into blocks at regular intervals, each of
which has a unique ID (∈ {1, · · · , ND}, where ND indi-
cates the number of the blocks). Then, the average of
the optical flows in each block is obtained. The average
that has the maximum norm is employed for learning
and recognition. In practice, the 3D vector consist-
ing of “the ID of the block that has the maximum
average” and “the 2D vector representing the maxi-
mum average” is employed.Many behavior-recognition
algorithms need the temporal history of positions of a
body part (e.g., head/hand) as motion data. Body-
part tracking is, therefore, required. In our approach,
on the other hand, tracking is not required.

3.2 Generating Behavior Models

Motion data mentioned in Sec. 3.1 is acquired from
all sample image sequences observed by a wide-view
camera. Each behavior model is then generated by
employing the Baum-Welch algorithm[3]. The left-to-
right model is used for simplification. In practice, we
used the Hidden Markov Model Toolkit (HTK)[11] for
modelling. For generating each behavior model with
the HTK, the number of states must be given. We test
several patterns of the number of states and select the
one that has the most optimized parameters.

3.3 Detecting Detailed Features

If it is possible to find a minute difference between
similar behaviors from zoom-in images captured by the
PTZ camera, these behaviors can be discriminated.
Two examples are as follows:

Motion difference: In similar behaviors, the mo-
tions of a whole body are almost the same. The
motions of a certain body part (e.g., hand), how-
ever, may be minutely different from each other.

Appearance difference: While the trajectories of a
hand are almost the same, there may be a different
item in the hand depending on the behavior.

These differences must be able to be detected by image-
analysis algorithms implemented in the system. If com-
plex image recognition algorithms are employed, wide
variety of differences can be detected, but, recognition
may sometimes fail. Therefore, the prototype system
proposed in this paper has the following simple and ro-
bust functions in order to confirm the effectiveness of
the basic idea of our system:

Optical flow estimation: As in the case of wide-
view analysis, the difference of motion data rep-
resented by computed optical flows[10] is useful
also in the case of analyzing zoom-in images. For
stable computation, the temporal average and de-
viation of optical flows are obtained.

Skin detection: Since the item in a hand is changed
depending on each behavior, the behavior can be
identified by recognizing the item. It is, however,
difficult to recognize all kinds of items; for exam-
ple, a number of kinds of cups must be able to
be recognized in order to identify drinking. In-
stead of detecting items themselves, we focus on
the changes in skin areas due to the difference of
the shapes of the items. Practically, skin detec-
tion is implemented using [12] and the number of
skin pixels is obtained and considered to be the
characteristic feature.

To find the difference between similar behaviors, we
design the following learning scheme:

Step 1: Behavior recognition using HMM with sam-
ple images observed by a wide-view camera is executed
as well as the recognition step. If one or more sam-
ple sequence of a certain behavior get high likelihoods
in recognition using the model of another behavior by
mistake, these two behaviors are considered to be sim-
ilar behaviors.

Step 2: In the prototype system presented in this
paper, therefore, we scope out the differences between
the similar behaviors manually. What we scope out for
each combination of the similar behaviors are (1) the
PTZ parameters for observing the image region where
the difference is observed and (2) the timing (i.e., the
frame number) when the difference is observed.

Step 3: Although the timing (i.e., the frame num-
ber) for camera control is found in the sample sequence
in Step 2, the frame number might be changed among
image sequences depending on the motion speed of a
person in each sequence. To cope with this problem
also, HMM is useful because it can find a typical tem-
poral feature robust to time warping. To choose the
timing of camera control online, we prepare HMMs
trained by image sequences, each of which shows one
of the behaviors from its beginning to the timing when
or right before the difference is observed. With these
short HMMs, the system can choose the timing of cam-
era control and then the corresponding target region for
capturing characteristic features of the behavior can be
also determined. We call these short HMMs Camera-
Control HMMs (CCHMMs). The number of the CCH-
MMs is

∑Ns

i=1 N i
b, where Ns and N i

b denote the numbers
of “the combinations of the similar behaviors” and “the
similar behaviors in each combination”, respectively.
Hereafter, on the other hand, we call the HMMs rep-
resenting the whole image sequences Whole-Sequence
HMMs (WSHMMs). The number of the WSHMMs is
equal to the total number of the behaviors.
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Step 4: The sample features indicating the differ-
ence of the similar behaviors are observed for learn-
ing by employing a PTZ camera as follows. For learn-
ing each feature, a wide-view camera observes a per-
son who repeats one of the similar behaviors and the
CCHMM corresponding to this behavior is evaluated.
The PTZ camera is controlled when this CCHMM gets
a high likelihood at the end. The PTZ parameters are
associated with this CCHMM in advance (i.e., Step
2). The captured zoom-in images are evaluated by the
algorithm for analyzing the target feature in order to
prepare the samples of this feature indicating the dif-
ference of the similar behaviors.

In the recognition step, the likelihoods in the wide-
view sequence and the zoom-in sequence are integrated
if the zoom-in sequence is captured (described in Sec.
4.3). Note that, in zoom-in image analysis for an on-
line input sequence, the same image-analysis algorithm
must be applied to the same region in order to compute
the likelihoods of all behaviors for equitable evaluation.

4 Recognition with the Combined
HMM and Feature Analysis

4.1 Recognition using HMM

Behavior recognition using each HMM is imple-
mented with the Viterbi algorithm[3]. Note that the
probabilities of both WSHMMs and CCHMMs are
evaluated simultaneously in our system.

If the highest probability of one WSHMM is above a
predefined threshold, the behavior represented by this
model is regarded as a candidate of the observed be-
havior. Depending on the number of the candidates
and whether or not active camera control is occurred,
the recognition result is determined as follows:
• If the candidate is only one, this candidate is re-

garded as the observed behavior.

• If the active camera is controlled (described in Sec.
4.2), the recognition result is determined taking
into account the result of analyzing images ob-
served by the PTZ camera (described in Sec. 4.3).

4.2 Target Selection for Camera Control

When the highest probability of one of the CCH-
MMs is higher than a predefined threshold, camera
control is started. By the learning step, the corre-
sponding target region, in which the characteristic fea-
ture of the behavior represented by this CCHMM is ob-
served, and image-analysis algorithm (i.e., optical flow
estimation or skin detection in our prototype system)
are already determined. After obtaining the feature in
this region, the PTZ camera is ready to be controlled
again. This camera control is repeated until the be-
havior is finished. That is, the camera is controlled
whenever the highest probability of one of the CCH-
MMs is above the predefined threshold.

The likelihoods of the obtained feature with respect
to the samples of all behaviors are computed by the
corresponding image-analysis algorithm.

4.3 Integrating Wide-view HMM and
High-resolution Feature Analyses

For equitable evaluation, the likelihoods of all the
behaviors must be computed from the same combina-

tion of feature analyses. For this purpose, in the learn-
ing step, the samples of all the behaviors for all feature
analyses are already acquired. With these samples, the
definite recognition result is determined from the inte-
grated likelihoods of all behaviors as follows:

Step 1: Assume that the total number of behaviors
is NB. When the active camera is controlled NF times
and NF characteristic features are captured, NB ×NF

likelihoods Lb(f) are computed, where Lb(f) denotes
the likelihood of the f -th feature (f ∈ {1, · · · , NF })
with respect to the sample of the b-th behavior (b ∈
{1, · · · , NB}).

Step 2: The definite likelihood of the b-th behavior
is represented by the equation below:

lb = lWb

Nf∏

f=1

Lb(f),

where lWb denotes the likelihood of the b-th behavior
estimated by the WSHMM of the b-th behavior.

Step 3: The largest of l1, · · · , lNB is selected and
the corresponding behavior is considered to be the ob-
served behavior.

5 Experimental Results

We conducted experiments using a Pentium4
2.8GHz computer and SONY EVI-D30 (PTZ camera;
640×480 pixel, 30 fps) × 2. The distance between two
cameras, which were located horizontally, was 20cm.
This camera system was placed at a distance of 200cm
from a target person.

For evaluating the proposed system, the following
four kinds of behaviors in daily life were observed: (1)
drinking, (2) eating, (3) reading, and (4) writing, all
of which are observed when a subject is in a sitting
position. Figure 2 shows examples of these behaviors.

Although the number of target behaviors is only
four, drinking and eating are similar because the right
hand moves up and down between the lips and a table,
and reading and writing are similar because the whole
body remains almost stationary.

In the learning step, the following features were se-
lected manually and obtained as the differences be-
tween the above similar behaviors:

Temporal change in the number of skin pixels
around the block with the maximum average of opti-
cal flows: Since the cup overlap the face while the cup
is raised to person’s lips, some skin pixels is occluded
around the block with the maximum average of optical
flows, namely around the moving hand region, in drink-
ing. Accordingly, we extracted the image sequence for
the CCHMM from each sequence for the WSHMM so
that the extracted sequence is finished when the hand
begins moving upwards to control the PTZ camera to-
wards the following motion.

Temporal average and deviation of optical flows in
bottom skin regions: In contrast to reading, writing
shows small hand motions at any time. Therefore, the
temporal average and deviation of optical flows in the
hand region, which corresponds to the bottom of all
skin regions as shown in Fig. 2, can be characteristic
features. Accordingly, we extracted the short image
sequence for the CCHMM from the beginning of each
sequence for the WSHMM to control the PTZ camera
towards the bottom skin region after the system starts.
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drinking

eating

reading

writing

Figure 2: Example sequences of four behaviors.

Table 1: Recognition results of the WSHMM analysis
and the proposed system.

WSHMM analysis proposed system
behaviors success miss success miss
drinking 13 7 18 2
eating 12 8 17 3
reading 6 14 14 6
writing 10 10 15 5

First, image sequences with a single subject were
used for both learning and recognition. In these exper-
iments, ten sequences of each behavior were prepared
for learning and other twenty sequences were for recog-
nition. Table 1 shows the recognition results of the
WSHMM analysis and the proposed system. It can
be confirmed that the proposed system improves the
recognition performance well especially in the case of
reading and writing.

In our method, the results of optical flow estimation
and skin detection are employed for recognition. Using
[12], skin regions could be stably detected even under
small changes in illumination. On the other hand, ac-
quired optical flows were unstable. Error recognition
results in reading and writing were caused by failure
in estimating optical flows[10]. One of the reasons of
why these detection failures were occurred was that
the time-interval for observing the target region (i.e.,
hand region) by the active camera was too short to
observe hand motions reliably; for example, the hand
motion for writing sometimes stops. However, if the ob-
servation interval is too long, the next camera control
cannot be executed when it is required. To solve this
problem, (1) a suitable observation interval should be
determined automatically depending on each behavior
and (2) multiple active cameras are useful for reliably
observing multiple behaviors that are happened in se-
ries or simultaneously.

Next, image sequences of other two subjects were

Table 2: Recognition results of other subjects.
WSHMM analysis proposed system

behaviors success miss success miss
drinking 10 10 16 4
eating 11 9 17 3
reading 6 14 13 7
writing 11 9 16 4

recorded and recognized using the training data em-
ployed in the above described experiments. Ten se-
quences of each behavior for each subject were pre-
pared. Table 2 shows the recognition results. The
recognition results were inferior those of the experi-
ments with a single subject. However, the superiority
of the proposed system can be confirmed.

6 Concluding Remarks

This paper proposes a method for recognizing hu-
man behaviors based on a combination of “overall mo-
tion analysis using Hidden Markov Model with optical
flows” and “detailed feature analysis in a specific area
by using a PTZ camera”. HMM analysis is employed to
determine how to control the PTZ camera. As a result,
our system can distinguish between similar behaviors
by observing characteristic features of each behavior
by using the active camera.
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